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1 Logistic discriminant classification for two classes

The logistic discriminant classifier is given by:

p(y = +1|x) = σ(wTx), (1)

where the sigmoid function is given by

σ(z) = (1 + exp(−z))−1
. (2)

The logistic loss for a training sample xi with class label yi is given by:

L(yi, w
Txi) = − log p(yi|xi). (3)

Exercise 1.a : Show that p(y = −1|x) = σ(−wTx).

Exercise 1.b : Derive that the gradient of the logistic loss has the form

∇wL(yi, w
Txi) = −yi

(
1− p(yi|xi)

)
xi. (4)

Exercise 1.c : Show that the logistic loss function is convex.

2 Manipulation with kernels

The following exercises require basic manipulations with kernels.

Exercise 2.a : Given the kernel k(x, y) =
∑p
i=1 min(x(i), y(i)) for p-dimensional vectors

of non-negative integers x, y ∈ Np+. Show that k(x, y) is a positive definite kernel.

Exercise 2.b : Let H be the set of second-order polynomials over real numbers, i.e . for
x ∈ IR, we have H = {fa,b,c(x) : f(x) = ax2 + bx + c}, forming a Hilbert space with
inner product 〈f1, f2〉H = a1a2 + b1b2/2 + c1c2. Show that H is a reproducing kernel
Hilbert space.



3 Bias-variance decomposition for linear regression

Consider a uni-dimensional linear regression problem where we try to estimate a function
f(x) = θx from a set of training data (xi, yi) for i = 1, . . . , n, and θ, xi, yi ∈ IR. Suppose
that the data is i.i.d. sampled from the model y = θ̄x + ε, where ε is drawn from a zero-
mean distribution with variance σ2. We estimate the unknown parameter θ̄ by means of a
penalized empirical risk minimisation as:

θ̂ = arg min
θ

{
λ

1

2
θ2 +

1

2

n∑
i=1

(yi − θxi)2
}
. (5)

Exercise 3.a : Show that the estimator can be obtained in closed form as:

θ̂ =

(
n∑
i=1

x2i + λ

)−1 n∑
i=1

xiyi. (6)

Exercise 3.b : Show that the bias of the estimator is given by

IEp(ε)
[
θ̂ − θ̄

]
= −λ

(
n∑
i=1

x2i + λ

)−1

θ̄ (7)

Exercise 3.c : Show that the variance of the estimator is given by

IEp(ε)

[(
θ̂ − IEp(ε)

[
θ̂
])2]

= σ2

(
n∑
i=1

x2i + λ

)−2( n∑
i=1

x2i

)
(8)

Exercise 3.d : Derive similar results as in exercises 3.a, 3.b, and 3.c, for the case where
θ, xi ∈ IRp and y ∈ IR.


